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Abstract: The rising popularity of phenomena such as ubiquitous computing and IoT poses increasingly high demands for 
data management, and it is not uncommon that database management systems (DBMS) must be capable of reading and 
writing hundreds of operations per second. Vector DBMSs (VDBMS) are novel products that focus on the management of 
vector data and can alleviate data management pressures by storing data objects such as logs, system calls, emails, network 
flow data, and memory dumps in feature vectors that are computationally efficient in both storage and information retrieval. 
VDMBSs allow efficient nearest neighbour similarity search on complex data objects, which can be used in various cyber 
security applications such as anomaly, intrusion, malware detection, user behaviour analysis, and network flow analysis. This 
study describes VDBMSs and some of their use cases in cyber security. 

Keywords: Vector Database, Anomaly Detection, Traffic Analysis, Cyber Security, Phishing Detection 

1. Introduction 
Vectors as a data representation method have gained popularity with large language models, reverse image 
searches, and recommendation systems (Li, 2023). Effectively, almost all types of data objects, such as text, 
images, and video, can be represented as vectors. This popularity stems from the inherent versatility of vectors, 
which allow complex data structures to be expressed in a mathematical form, enabling efficient processing and 
analysis (Taipalus, 2024). For example, in the realm of large language models, vectors serve as a fundamental 
representation of words, sentences, or entire documents, capturing semantic relationships and contextual 
information. 

Although vectors have been widely utilized in cyber security in contexts such as machine learning classification, 
vector database management systems (VDBMS) have emerged in the early 2020s as dedicated systems for 
managing vector data. Similarly to relational DBMSs, VDBMSs provide features that automate much of the work 
in managing data. Because both vectorization and DBMS features are relatively mature and well-understood, 
the relatively novel VDBMSs have quickly established themselves as trustworthy pieces of software used in 
various domains. 

The landscape of cybersecurity data has expanded considerably, mirroring the growth observed in other 
domains like large language models. Conventional frameworks and algorithms for vector management prove 
inadequate when confronted with the sheer magnitude of these datasets (Wang et al., 2021). In response to 
these challenges, vector databases have emerged as a superior alternative, demonstrating faster computational 
speed and richer features. These advancements in vector database technology address the limitations inherent 
in previous systems, particularly their ability to effectively handle the volume of information inherent in 
cybersecurity datasets. 

In this study, we describe vectors as means of representing different data objects such as emails, network traffic, 
and biometric image data, how VDBMSs facilitate vector data management, and most importantly, how VDBMSs 
can be utilized in various cyber security related use-cases such as biometric authentication and email phishing 
detection. We also provide examples of established Python libraries for data preprocessing, normalization, 
feature extraction, and vectorization. Notably, Python is not the only programming language with such libraries. 

The rest of the study is structured as follows. In the next section, we describe VDBMS fundamentals, features, 
and products, and in Section 3, we detail four VDBMS use cases in cyber security. Section 4 concludes the study. 

2. Vector Database Management Systems 
For vector databases, vectors are effectively represented as ordered lists of numbers, e.g., [0.1, 7.0, -2.9]. This 
simple vector could represent a point in space with corresponding coordinates in a three-dimensional Cartesian 
coordinate system, or the vector could represent the overall hue of a photograph, depending on what type of 
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data object has been vectorized, i.e., converted into a feature vector (Wang et al., 2021). Although this example 
vector consists of three dimensions or elements, vectors can hold thousands of dimensions. 

For reverse image search applications, images are transformed into vectors, allowing similarity comparisons 
based on vector distances. Recommendation systems leverage vectors to encapsulate user preferences and item 
characteristics, enabling personalized and computationally efficient content suggestions. The ability to convert 
diverse data types, such as text, images, and video, into vector representations facilitates interoperability 
between different data objects. For example, the same types of queries may be used to retrieve textual and 
image data. As advancements in vector representation methodologies continue, vector representations are 
increasingly used in different contexts. 

VDBMSs are a type of DBMS designed to manage vector data. Like other types of DBMSs, such as relational 
DBMSs, VDBMS provides means to efficiently store and retrieve vector data and provide access and concurrency 
control, query optimization, and database scalability. Additionally, VDBMSs offer several advantages in handling 
vector data over traditional relational DBMSs. One key strength lies in their ability to perform vector operations, 
enabling simultaneous processing of multiple elements within a vector. 

 
Figure 1: A simplified example of transforming and storing an event or data-of-interest into VDBMS for 
efficient data management, such as indexing, querying, scalability, and access control. 

VDBMSs are designed to support complex vector operations, making them well-suited for applications where 
mathematical computations on vector data are prevalent. Query optimization in VDBMSs involves exploring 
specialized optimization techniques for vector operations. This includes optimizing vector aggregations, joins, 
and filtering to streamline query execution. By tailoring optimization strategies to the unique characteristics of 
vector data, VDBMSs can achieve better query performance compared to general-purpose DBMSs when dealing 
with vector-centric workloads. Popular VDBMSs include products such as Pinecone, Milvus (Wang et al., 2021) 
and Chroma. There are also several libraries for vector operations, such as FAISS and Annoy, but they do not 
provide many of the DBMS features listed above. Several other DBMSs, such as PostgreSQL, Redis, and 
SingleStore, have also adopted features for managing vector data (Taipalus, 2024). 

Contrary to queries typical for relational and NoSQL databases, vector queries search for vectors that are 
approximate nearest neighbours of the query vector (Ge et al., 2013). If the query vector represents a point in 
three-dimensional space (e.g., [0.1, 7.0, -2.9]), the VDBMS can search for vectors in the database that are closest 
matches to the query vector. Depending on the use case, the VDBMS can return one or several near-neighbour 
vectors with different nearness criteria. For example, suppose the query vector is the end user's current position 
on a map, and the end user is searching for the nearest restaurants. In that case, the VDBMS may return the ten 
closest restaurants, but only within a one-mile radius. If the query vector is the end-users freshly scanned retina, 
the VDBMS may return zero or one vector that matches the query vector; zero returned vectors resulting in 
denied access. 

3. Use-Cases in Cyber Security 
There are several potential use-cases for VDBMSs in cyber security. In this section, we describe some of such 
use-case, and provide further information on how to implement these use-cases. This is not an exhaustive list. 

3.1 Authentication 

Regarding vector data, biometric authentication is closely related to reverse image search: we use an input 
image to search for similar (or the same) images. The input can be, e.g., a vectorized fingerprint, iris, or retina. 
Text-based authentication, such as passwords or passphrases, is seldom a feasible use case for vector data due 
to the simplicity of simply comparing relatively short text strings with each other. 
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Establishing a database for biometric authentication involves several steps. All input images should have 
consistent dimensions and reduced noise for the aforementioned biometrics. Feature extraction, i.e., finding 
meaningful patterns in the images, differs depending on the type of biometrics. In fingerprints, methods such as 
ridge detection and orientation (Zu et al., 2006) may form the features of the vector, or use natively-vectorized 
approaches such as those presented in Abe & Shinzaki (2015). In irises, it is crucial to extract and segment the 
iris and analyse its texture with, e.g., circular Hough transform (e.g., Cherabit, Chelali & Drejadi, 2012). In retinas, 
the blood vessels also need to be considered. After extracting the features, they are combined into a vector and 
often normalized for consistent scaling. For all these steps, Python libraries such as OpenCV (Bradski, 2000), 
scikit-image (Van der Walt et al., 2014), scikit-learn (Kramer & Kramer, 2016), and NumPy (cf. e.g., Oliphant, 
2006), when used in tandem, provide functions for all the aforementioned steps. 

Figure 2: A simplified example of transforming and storing an authenticated biometric fingerprint into 
VDBMS. 

Once the vectors have been created, they can be inserted into a vector database managed by a VDBMS. Many 
available VDBMSs (and other DBMSs with vector features) offer automatic scalability, access control, data 
encryption, and query optimization. It is worth noting that the system infrastructure often must provide the 
means to vectorize input images for real-time authentication. That is, VDBMSs often do not provide the means 
to vectorize data. Some video frames are typically vectorized and organized sequentially into one high-
dimensional vector for video-based authentication, such as gait recognition or keystroke dynamics (Schclar et 
al., 2012). 

With voice-based authentication, audio samples need to be cleaned before vectorization. Possible background 
noise needs to be removed, the amplitudes need to be normalized, and the audio should be captured with a 
consistent sampling rate. Features in audio include Mel-Frequency Cepstral Coefficients (Hasan, Jamil & Rahman, 
2004) and formants. Once desired features have been extracted, they are converted into numerical vectors. 
Once a user needs to be authenticated based on a voice sample, the sample is vectorized and compared to the 
(previously recorded) vectorized samples in the database to find enough similarity among the query vector and 
one vector in the database to authenticate the user. Python packages such as librosa (McFee et al., 2015) and 
scikit-learn offer required functions. 

3.2 Email Phishing Detection 

To identify phishing emails, we need a dataset containing emails labelled based on whether they are considered 
phishing. Following labelling, the next step involves converting these labelled emails into feature vectors using 
vectorization techniques such as Bag-of-Words (e.g., Qader, Ameen & Ahmed, 2019), Term Frequency-Inverse 
Document Frequency (e.g., Christian, Agus & Suhartono, 2016), or Word Embeddings (e.g., Liu et al., 2015). When 
a new email arrives, the system should vectorize it similarly to the initial email dataset and perform a similarity 
search in the VDBMS to find similar emails. If similar emails have been labelled as phishing emails, the new email 
should be handled accordingly. Most common VDBMSs allow metadata – in this case, labels – to be stored along 
with the feature vectors. 
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Figure 3: A simplified example of transforming and storing a (potentially phishing) email into VDBMS. 

It is worth noting that adjusting the similarity threshold based on the trade-off between false positives and false 
negatives is crucial. We need to fine-tune this threshold according to domain-specific needs. Additionally, we 
need to evaluate the performance of this approach using a diverse set of phishing and legitimate emails and 
iterate and adjust the workflow based on the results. Python libraries such as scikit-learn, Gensim (Řehůřek & 
Sojka, 2011), and NLTK (Bird, 2006) can preprocess and vectorize even large text data objects. 

One alternative approach after vectorization is to apply a machine-learning model for email classification. While 
the described VDBMS approach does not involve traditional machine learning models, it relies on the idea that 
similar emails in vector space will likely share similar characteristics. It is a different paradigm compared to 
machine-learning classification and might be suitable depending on the specific requirements and constraints of 
the use case. If the system architecture already includes a VDBMS, this approach potentially makes the 
architecture more efficient and straightforward, automating much of the data management work. 

3.3 Anomaly Detection 

Anomaly detection can be arduous as many domains require real-time and accurate detections. VDBMSs can be 
used to detect cyber security-related anomalies. Depending on the use case, different cyber security events can 
be represented as feature vectors, including information such as IP addresses, protocols, timestamps, file system 
operations, and executed commands. This approach allows for automated, nearly real-time detection of 
anomalous behaviour but also requires an initial dataset to be vectorized and used as a reference for both 
regular and anomalous behaviour. The quality of the initial dataset is paramount, as false positive detections 
can cause system or data availability issues due to false flagging and possible countermeasures. The baseline 
accuracy for true positive detections should be very high; meanwhile, the dataset should be large, with several 
entries for normal and anomalous behaviour. For example, approaches similar to those presented in Subba & 
Gupta (2021) or Mazzavi et al. (2017) could be used to natively vectorize anomaly detection for host intrusion 
detection systems. 

 

Figure 4: A simplified example of transforming and storing an anomaly alert into VDBMS. 

Once the events have been vectorized, they can be inserted into a VDBMS. As new cyber security events occur, 
their features are vectorized, and the vectors are used as query vectors to search for events with similar 
characteristics. As with email phishing detection, prepare to tweak the threshold, i.e., how much the query 
vectors should resemble vectors of anomalous events to categorize them as anomalous events. In all cases, all 
events should be stored as vectors and labelled anomalous or non-anomalous to be utilized in future searches. 
The data gathered can be further used to enhance the dataset for better detection through continuous 
adaptations and feedback mechanisms.  
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3.4 Network Traffic Analysis 

Network traffic analysis plays a pivotal role in cybersecurity by providing an understanding of the data flowing 
through a network. The purpose is to detect malicious activities and potential security threats before asset 
damage can occur. By scrutinizing patterns, protocols, and communication flows, it is possible to detect attacks 
such as distributed denial-of-service (e.g., Lopez et al., 2019) and intrusions (e.g., Gao et al., 2020). Network 
traffic analysis serves as a proactive defence mechanism, allowing organizations to bolster their cybersecurity 
defences, respond swiftly to emerging threats, and safeguard the integrity and confidentiality of their digital 
assets. 

Performing real-time network traffic analysis with vectorization involves representing network traffic data as 
feature vectors. By using tools such as Wireshark, tcpdump, or Scapy (Rohith, Moharir & Shobha, 2018), extract 
relevant data from raw network packages such as IP addresses, ports, protocols, and packet sizes and convert 
them into feature vectors. Techniques such as Bag-of-Words may be used for categorical data such as protocols, 
data types, and timestamps can be converted into numerical representations, and numerical features such as 
packet sizes may be normalized with statistical summaries. For example, approaches such as those of Liu et al. 
(2017) could natively vectorize network traffic, even in encrypted traffic.  

 

Figure 5: A simplified example of transforming and storing a (potentially phishing) email into VDBMS. 

Similarly to some of the use cases presented before, this approach needs initial data to be compared. Again, 
once the feature vectors have been stored in a VDBMS, network traffic should be continuously vectorized and 
compared with the existing vectors in the database (Iglesias & Zseby, 2015). Suppose vectorization aims to 
classify and detect malicious events in the network, it is essential to implement a periodic recalibration based 
on new data to eliminate false positives and false negatives. This approach serves as a reactive security measure 
and a proactive tool for network optimization and resource allocation. 

4. Conclusion 
Storing various data objects as feature vectors has gained popularity due to their computational efficiency in 
storing and comparing vectors. Additionally, VDBMSs have emerged as systems dedicated to automating tasks 
such as storing and indexing vectors, facilitating vector querying and query optimization, and database scalability 
and access control. 

The strengths of VDBMS for cyber security are their efficiency in handling large and diverse datasets, providing 
rapid query response times, and being adept at recognizing non-exact matches. These systems' scalability, 
speed, and adaptability make them invaluable for cyber security, particularly in dynamic environments where 
extensive and varied data require quick and flexible analysis. 

In this study, we showed through several examples how vector database management systems and various 
software libraries can be used in the domain of cyber security. In summary, we highlighted the use cases in user 
authentication, email phishing detection, anomaly detection, and network traffic analysis. However, as almost 
all data objects can be vectorized, the possibilities of utilizing vector data extend beyond the use cases presented 
in this study. This prompts further theoretical and applied research on VDBMSs, potentially resulting in 
interesting immediate applications in highly demanding cyber-security scenarios.  
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